We introduce a parametric, nonlinear embedding scheme for supervised learning of similarity. Given a set of pairs of examples with the corresponding similarity values, our algorithm learns a nonlinear parametric mapping onto a sphere in target space, possibly of dimension higher than that of the original data. The similarity between two points is estimated by the cosine distance (dot product) between their images. The embedding is learned through stochastic optimization of a differentiable albeit nonconvex, objective. Our method achieves results superior to previously proposed metric learning methods (linear and nonlinear) on ten UCI data sets, outdoor scene recognition data set and CIFAR-10 object classification data set.

Background

There is a large body of literature on learning similarity, much of it from the last decade. To place our work in this context we consider a few axes along which one can place different methods.

- **Supervision** Our method allows direct supervision, full or partial, with respect to target similarity values, without making assumptions about distance in the original space.
- **Out-of-sample Extension** We propose to learn a functional embedding for data, computable explicitly on novel data.
- **Linearity** The proposed embedding is natively non-linear, and does not require kernel matrix computation in order to compute the embedding.
- **Learning similarity vs. learning to hash** In contrast to many recently published efforts to learn a hashing scheme whose goal is to essentially compress data without sacrificing accuracy w.r.t. known distance measure, we directly learn a distance measure that captures similarity as conveyed by examples.

Embedding scheme

We would like to construct an $M$-dimensional embedding $H: \mathcal{X} \rightarrow [-1,1]^M$. The $m$-th dimension is computed by a (generally nonlinear) parametric function $h_m(x; w_m): \mathbb{R}^{d+1} \rightarrow [0,1]$, i.e. the value of each dimension $m$ is defined by the settings of its own parameter vector $w_m$, applied to the feature vector $\phi(x)$. As a choice of the parametric family of $h$, in this paper we use the hyperbolic tangent $h_m(x; w_m) = \frac{2}{1+\exp(w_m^T \phi(x))} - 1$, motivated primarily by numerical considerations For notational convenience we can collect the parameters into a $(d+1) \times M$ matrix $W = [w_1, \ldots, w_M]$.

Given $W$, we can string the resulting embedding values in an unnormalized vector

$$\tilde{H}(x; W) = [h_1(x; w_1), \ldots, h_M(x; w_M)]^T.$$  

Finally, the normalized embedding of $x$ is obtained by $H(x; W) = \tilde{H}(x; W)/\|\tilde{H}(x; W)\|_2$, i.e., $H(x)$ is a point on the $M$-dimensional unit sphere. Similarity in the embedding space is measured by the dot product

$$\hat{S}(x, z; W) \triangleq H(x; W)^T H(z; W).$$  

*T: Full paper is under review*
One reason for this normalization is the natural expectation that any point be maximally similar to itself; absent the normalization by the norm, this may not be the case. The other reason is that of expected to drive entire columns of \( W \) to zero if they do not contribute sufficiently to squared loss minimization. Parameter \( \lambda \) controls the tradeoff between loss and norm penalty.

While the objective in (3) is non-convex it’s differentiable and we optimize it by batch-stochastic block-coordinate descent: presenting small batches of training pairs and iteratively updating columns of \( W \).

**Results** We compared our method to Euclidean distance (with or without coordinate scaling), ITML, LMNN, mLMNN, and NCA. On ten UCI data sets our method achieves best results overall (Table 1).

We also compared these methods to ours on the task of learning similarity to be used in NN classification of images, in two data sets: CIFAR-10 and Outdoor Scene Classification (by Oliva and Torralba). Here we obtained accuracy better than that of competing similarity learning methods, shown in Table 2 (LMNN, not shown, was consistently dominated by mLMNN). The experiments are based on a single partition of each data set into train and test, and reporting test accuracy (10 classes in each case).

<table>
<thead>
<tr>
<th>Data set</th>
<th>Train</th>
<th>Test</th>
<th>SSNE</th>
<th>Euclidean</th>
<th>ITML</th>
<th>mLMNN</th>
<th>NCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>CIFAR-10</td>
<td>50000</td>
<td>10000</td>
<td><strong>61.49</strong></td>
<td>60.47</td>
<td>49.13</td>
<td>51.89</td>
<td>50.46</td>
</tr>
<tr>
<td>OSC</td>
<td>800</td>
<td>1866</td>
<td><strong>81.94</strong></td>
<td>70.82</td>
<td>60.33</td>
<td>80.56</td>
<td>76.43</td>
</tr>
</tbody>
</table>

Table 2: Results on vision data sets. Numbers are test accuracy in % for \(k\)-NN classification.

The results reported above demonstrate that SSNE is quite effective in learning an embedding of the data suitable for \(k\)-NN prediction. While none of the methods we compared is superior across the board, SSNE comes the closest. However there is a big gap between the accuracies obtained with \(k\)-NN classifier on the vision data sets and the state-of-the-art figures reported in literature. Methods that achieve state-of-the-art results use much more sophisticated techniques, typically relying on spatial pooling of features and use of pyramid kernels. We are interested in extending our approach to benefit from these ideas, and will describe at the workshop our ongoing work in this direction.