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Why is memory important?




How do we understand these?

John yelled at Mary.
— But Mary could not hear him.
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Unenrolled RNN




Long term dependency

It is really crowded in there.




How long?
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Learning Long-Term Dependencies
with Gradient Descent is Difficult

Yoshua Bengio, Patrice Simard, and Paolo Frasconi, Student Member, IEEE

Abstract— Recurrent neural networks can be used to map
input sequences to output sequences, such as for recognition,
production or prediction problems. However, practical difficulties
have been reported in training recurrent neural networks to
perform tasks in which the temporal contingencies present in
the input/output sequences span long intervals. We show why
gradient based learning algorithms face an increasingly difficult
problem as the duration of the dependencies to be captured
increases. These results expose a trade-off between efficient learn-
ing by gradient descent and latching on information for long
periods. Based on an understanding of this problem, alternatives
to standard gradient descent are considered.

I. INTRODUCTION

E ARE INTERESTED IN training recurrent neural
networks to map input sequences Lo oulput sequences,

- RN T S N U .

a fully connected recurrent network) but are local in time;
i.e., they can be applied in an on-line fashion, producing
a partial gradient after each time step. Another algorithm
was proposed [10], [18] for training constrained recurrent
networks in which dynamic neurons—with a single feedback
to themselves—have only incoming connections from the
input layer. It is local in time like the forward propagation
algorithms and it requires computation only proportional to
the number of weights, like the back-propagation through time
algorithm. Unfortunately, the networks it can deal with have
limited storage capabilities for dealing with general sequences
[71, thus limiting their representational power,

A task displays long-term dependencies if prediction of
the desired ouiput at time ¢ depends on input presented
al an earlier time + <€ t. Although recurrent networks



Long Short Term Memory Networks




LSTM Networks




Inside LSTM
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Variants
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No Input Gate (NIG)

No Forget Gate (NFG)

No Output Gate (NOG)

No Input Activation Function (NIAF)
No Output Activation Function (NOAF)
No Peepholes (NP)

Coupled Input and Forget Gate (CIFG)
Full Gate Recurrence (FGR)
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Klaus Greff

Rupesh Kumar Srivastava
Jan Koutnik

Bas R. Steunebrink
Jiirgen Schmidhuber

KLAUS @IDSIA.CH
RUPESH@IDSIA.CH
HEOU@IDSIA.CH
BAS@IDSIA.CH
JUERGEN @ IDSIA.CH

The Swiss Al Lab IDSIA
Istituto Dalle Molle di Studi sull"Intelligenza Artificiale
Universiti della Svizzera italiana (USI)
Scuola universitana professionale della Svizzera italiana (SUPSI)
Galleria 2, 6928 Manno-Lugano, Switzerland

Abstract

Several variants of the Long Short=Term Mem-
ory (LSTM) architecture for recurrent neural net-

works have been proposed since its inception in
1005 T rocont wsare thore notmnrdc hawe hoo

problems related to sequential data. Earlier methods
for attacking these problems were usually hand-designed
workarounds to deal with the sequential nature of data such
as language and andio signals. Since LSTMs are effec-
tive at capturing long-term temporal dependencies without



Training and sampling
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Article Discussion
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Proof. Omitted. 0

Lemma 0.1. Let C be a set of the construction.
Let C be a gerber covering. Let F be a quasi-coherent sheaves of O-modules. We
have to show that

oﬂx _— OV(C)

Proof. This is an algebraic space with the composition of sheaves F on Xz, we
have

Ox(F) = {morphy xo, (G.F)}
where G defines an isomorphism F — F of O-modules, O
Lemma 0.2. This is an integer Z 1s mjeclive,
Proof. See Spaces, Lemma 27, O
Lemma 0.3. Let S be a scheme. Let X be a scheme and X is an affine open

covering. Let U C X be a canonical and locally of finite type. Let X be a scheme.
Let X be a scheme which s equal to the formal complex,

The follounng to the construction of the lemma follows,
Let X be a scheme. Let X be a scheme covering. Let

b: XY a4 YaaYa4Y ' xxY < X.
be a morphism of algebraic spaces over S and Y,

Proof. Let X be a nonzero scheme of X. Let X be an algebraic space, Let F be a
quasi-coherent sheaf of Ox-modules. The following are equivalent

(1) F is an algebraic space over S.

(2) If X is an affine open covering.

Consider a common structure on X and X the functor Ox(07) which is locally of
finite type. o

This since F € F and r € G the diagram
S ———e

-
™\

£
S

8or,

Spec{Ky) Mors.,

A(Oxy,0.6)

is o limit. Then € & a fnite type and assume S is o fat and F and € is a Gnite
type fo. This is of finite type dingruus, and

e the composition of G is a regular sequence,

o Oy is a sheaf of rings,

=}

Proof, We have soe that X = Spec{R) sad F is & Onoite type representable by
algebraic space. The property F is a fnite morphism of algebraic stacks. Then the
cobumology of X i an open neighbourbood of U 0

Proof. Thas is clear that G is a finite presentation, sce Lemmas 27,
A reduced above we conchixde that U is an open covering of C. The functor F is a
“field

Oxx =+ Fr -1(Ox,...) = OF10x,(0%,)
is an tsomorphisan of covering of Oy, If F is the unique element of F such that X
is an Bomorphism.
The property F is a disjoint union of Proposition 77 and we can filtered set of
presentations of a scheme O yx-algebra with F are opens of finite type over S,
If F is a scheme theoretic inage points. 8]

If F is & finite direct sum Ox;, is a closed inpnersion, see Lemma 72, This is &
sequence of F is & similar morphism,
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The Linux Kernel Archives

About Contact us FAQ Releases Signatures Site news '\A_,

* Copyright (c) 2006-2818, Intel Mobile Communications. ALl rights reserved.

This program is free software; you can redistribute it and/or modify it
* under the terms of the GNU General Public license version 2 as published by

the Free Software Foundation.

* This program is distributed in be useful,
* but WITHOUT ANY WARRANTY; without even r of

*  MERCHANTABILITY or FITNESS FOR A PARTICUL! the

* GNU General Public License jor more details.

* You should have received a copy of the GNU General Public License

—

along with this program; if not, write to the Free Software Foundation,

Inc., 675 Mass Ave, Cambridge, MA 62139, USA.

#include <linux/kexec.h>
#include <linux/errno.h>
#include <linux/io.h:

#include <linux/platform_device.h>»

-

If this error is set, we will need anything right after that BSD.

%

static void action_new_function(struct s_stat_info *wb)
{
unsigned long flags;
int lel idx bit = e-»edd, *sys & ~((unsigned long) *FIRST_COMPAT);
buf[@] = @xFFFFFFFF & (bit << 4);
min{inc, slist-»bytes);
printk(KERN WARNING "Memory allocated %82x/%82x, "
"original MLL insteadin™),
min{min{multi run - s-»len, max) * num_data_in),
frame_pos, sz + first _seg);
div_ub4 w(val, inb_p);
spin_unlock{&disk-»queue lock);
mutex _unlock(&s-»sock-»mutex);
mutex_unlock(&func->mutex);

return disassemble(info->pending bh});
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NSF Abstracts

Title : Mathematical Sciences: An Integration Diffusivity in Mechanism of Processing and
Minimal Components in Central Topology

Type : Award

NSF Org ¢ DUE

Latest

Amendment

Date t April 11, 1996

File : a9455932

Award Humber: 9455924

Award Imstr.: Standard Grant

Prgm Manager: Stephan P. Helson
DUE DIVISION OF UMDERGRADUATE EDUCATION
EHR DIRECTORATE FOR ENGINEERING

Start Date : March 1, 1999

Expires ¢t February 28, 2001 (Estimated)

Expected

Total Amt. & $150000 (Estimated)

Investigator: Jennifer E. Strislon (Principal Investigator current)
Sponsor : U of Cal Davis

OVCR/Sponsorptirate Survey
Chicago, IL 606371404 788/624-3111

HEF Program : 1155 BIOMOLECULAR PROCASSN

Fld Applietn: 0000099 Other Applications NEC
21 Mathematics

Program Ref : 0000,0THR,

Abstract H

Decreasing a single international representation of the forces

of protein collapse and preservations, and mathematically important next

links of basis by the programming central the development of the circuitraces in all

the productional materials. Recent years are highly significant from

professional elements. The proposed research will examine the cortical levels

of the effect of sedimentation. The properties of the theory of these

hyperpolarization criterions will be examined. In particular, we are assessed by the availability
of natural materials.
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Tweets  Tweets & replies

RNN Bible

RNN Bible
Random bible verses genarstad using 1:15 And the LORD said unto Moses, Thus
Recurrent Neural Networks (char-mn). 2 -

shall it come to pass, that a gate in the

land of the nations, to slay the third day.

... 1 Followers you know

. = RNN Bible = =nn 8oie
ant 2:34 And the LORD shall smite them in the
day of judgment, and to bars, and it shall

devour them; and | will consume them.

RNN Bible = = Bole 11

22:14 And he said, They shall be given
unto them that shouted me: and there was
a god of innocent blue, in the days of the
family of Jacob.
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Obama
Speeches

Good afternoon. God bless you.

The United States will step up to the cost of a new challenges of the American
people that will share the fact that we created the problem. They were attacked
and so that they have to say that all the task of the final days of war that I will not
be able to get this done. The promise of the men and women who were still going to
take out the fact that the American people have fought to make sure that they have
to be able to protect our part. It was a chance to stand together to completely look
for the commitment to borrow from the American people. And the fact is the men
and women in uniform and the millions of our country with the law system that
we should be a strong stretcks of the forces that we can afford to increase our spirit
of the American people and the leadership of our country who are on the Internet

of American lives.

Thank you very much. God bless you, and God bless the United States of America.



Garble =2 sentences
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sheulke, anmerenith ol sivh I lalterthend Bleipile shuwy fil on aseterlome
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we counter. He stutn co des. His stanted out one ofler that concossions and was
to gearang reay Jotrets and with fre colt otf paitt thin wall. Which das stimn

"Kite wvouch!” he repeated by her

door. "But I would be done and quarts, feeling, then, son is people...."

"Why do what that day,” replied Natasha, and wishing to himself the fact the
princess, Princess Mary was easier, fed in had oftened him.

Pierre aking his soul came to the packs and drove up his father-in-law women.



Visualizing RNN working

H
H
H
-
H
N
H

ter Wl dtsmString FEpres@ntation from WSer sSpace IR IR RN R
Mckostring(WElid *Ebufp, sEzes: HOENEN,, sHzes: Hew) T+ FET T
S SO AR A A A &Y
i SR R S S S B O

depth




Searching for interpretable cells

quote detection cell
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Searching for interpretable cells

Cell sensitive to position in line:
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Searching for interpretable cells

if statement cell
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Searching for interpretable cells

quote/comment
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Searching for interpretable cells

LIL
match_class_bits(int class, u32 *"mask)

or = 0; < AUDIT_BITMASK_SIZE; i++)

IIIIIII"IIrIIIIIIIIIIHIIIIIIIIIII

H
s
H

code depth cell

H
1
L
Ing

g I o | B
I S o W
g B N

depth

o B o | B

i B U o

I I B
I I

time

A



Searching for interpretable cells

URL cell



Performance comparison:
LSTM vs n-gram

Datasets

Leo Tolstoy's Linus Torvald’s
“War and Peace” “Linux Kernel”
structure

This black-eyed, wlide-mouthed girl, not pretty but full of life--with
childish bare shoulders which after her ran heaved and shook her bodices,
with black curls tossed backward, thin bare arme, little lege in lace-
frilled deawara, and feat in low alippera--was just at that charming age
whes a gicl is no loager a child, though the child is not yet a young char buf[ed])
woman, Escaping from her father she ram to hide her flushed face i the char *rmp)
Lace of her mother's mantilla--mot paying the least attention to her i
eevere remark--and began to laugh. She laughed, and in fragmentary

pentences tried to explain about a doll which she produced from the

folde of her frook. I¥ fent 3 83)

=ar udkie "ubef,

Do you pee?... My doll... Mimi... You see...” was all Hatasha managed
to utter {to her everything seemed funmoy). She leaned against her mother _
and burst into soch & lowd, ringing f£it of lsughter that even the prim Ll )

oa_user{bbef, ubuf, ost))
Foturf =EFAULT

vigitor could mot help joining in.

"How than, go away and take your mopstrosity with you,” said the mothar, beflcni] = 83

pushing away her daughter with pretended stermness, and tureing eo tha g = strstripiouf);
wisiter sha added: “She is my youngest girl.®

Matasha, raiaing Ber face for & soment from hay mothar's mastilla, e file_inede(f1lp];

glanced up ak Ber through tears of laughter, and again Bid Ber Fase.

node-sl_sutex];

The wisiter, compelled to lock on at this family scene, thought it

mecessary to take some part in it. ki{Risode-21_mstex);

= __ SCHED_FEAT_WR)
riturn -ETNAAL

"Tell me, my dear,” said she to Hatasha, "is Himi a relation of yours? A
daughter, I suppose?”

PGS = [AT]
Hatssha did not like the wisitor's tone of condescension to childish
things. She did not reply, but looked at her seriously. return ont;



LSTM VS N-gram

B LSTM B 20-gram
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LSTM outperforms n-gram in predicting longer memory context characters



Closing brace (“}") case study

0.40
0.35
0.30

2 0.25
0.20
0.15
0.10
0. DS‘
0.00

00,0080, 0P L0110 ® %0,90 . @G &Gﬁ

Difference between P("}")
for LSTM and 20-gram

Distance between "{" and "}"

LSTM outperforms n-gram in predicting opening and closing braces for code



Quantitative analysis

n
Model 1 2 3 4 5 6 7 8 9 20
War and Peace Dataset
n-gram 2399 1928 1.521 1314 1232 1203 1.194 1.194 1.194 ||1.195
n-NN 2399 1931 1553 1451 1339 1321 - - . -
Linux Kernel Dataset
n-gram 2702 1954 1440 1.213 1.097 1.027 0982 0953 0.933 ||0.889
n-NN 2707 1974 1505 1395 1256 1.376 - - - -
LSTM RNN GRU
Layers 1 2 3 | 1 2 3 | d 2 3
Size War and Peace Dataset
64 1449 1442 1.540|1.446 1401 1.396|1.398 1.373 1.472
128 1.277 1.227 1.279|1.417 1.286 1.277|1.230 1.226 1.253
256 1.189 1.137 1.141|1.342 1.256 1.239|1.198 1.164 1138 3GB
512 1.161 1.092 1.082| - - - 1.170 1.201 | 1.077
Linux Kernel Dataset mOdeIS

256 1.026 0972 0.998 [1.171 1.116 1.116|1.039 0.991 _1.026
512 0.952 0.840 0.846| - - - 10943 0.861 | 0.829

64 1.355 1.331 1.366|1.407 1371 1.383|1.335 1.298 1.357
128 1.149 1.128 1.177|1.241 1.120 1.220|1.154 1.125 1.150 \

models

LSTM with smaller footprint can give comparable performance as bigger n-gram



Improvements
n-gram oracle  1s%eror

Optimistic estimate of how many errors could be
eliminated by better modeling the last n characters:

- remove error if correctly classified by ANY ngram
model, forn=1..9



Improvements
n-gram oracle isxerors

dynamic memory oracle sxeros

Remove errors for words that just occurred within the
last n characters. (n = 100, 500, 1000, 5000)

“Jon yelled at Mary but Mary couldn’t hear him”



Improvements
n-gram oracle 1sxeror

dynamic memory oracle e

rare words oraCIe 9% errors

Remove errors for words that occur very infrequently in
the training data (n = 0...5).

Less than 3 training examples of word

Micholas and Sonya, the niece. Sonya was a slender little Ffufl@EEtle with
a tender look in her eyes which were velled by long hes, thick black
Plaes Bodl@ng twice round her head, and a BN in her Blolp Be @8lon
and especially in the color of her slender but graceful and muscular
arms and neck. By the grace of her movements, by the softness and
reserve of

FreRib@lity of her small limbs, and by a certain EBofPnEss and



1

Improvements
n-gram oracle isxerors

dynamic memory oracle sxeros

rare words oracle 9%erors

difficult next letter oracles  37%errors

After space, quote, new line

After space or quote

"Wo, @®mpossible!" said Brince Andrew, WMaughin
hand o Ehow that Ehere was WNo RHeed to Bsk Eh

=

Bnd Ppressing Plierre's
Question. He Wished to

After newline

a Pavlovna smiled and promised to take Pierre in hand. She knew his
her to be a connection of Prince Vasili's. The elderly lady who had



Improvements

o 1 LSTM-3 (512)
3-gram
4-gram 0.5 boost
S5-gram
6-gram 0.4 boost
7-gram
8-gram
9-gram b)) 0.3 boost
510%0 memory
memo \
1000 memor;y < 0.2 boost
5000 memory — == | 0.1 boost
Word O-train | ___—==
Word 1-train _— Punctuation
Word 2-train
Word 3-train
Word 4-train After
Word 5-train newline

After space or quote

LSTM-2 (64)
2-gram 0.5 boost
0.4 boost

0.3 boost

0.2 boost
0.1 boost

6-gram Punctuation

7-gram 77 After
74 newline

Word n-trai
After space or quote



Conclusions

- LSTMs are powerful models and do learn
interesting, interpretable, long-term
interactions

- Limitations:
- n-gram failures: fixable with scaling up the model
- rare word failures: scale up data / transfer learning
- dynamic memory errors: 7?7 (memory nets?)
- word-level errors: hierarchies? clockwork RNN?
not clear




